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Abstract  
Alzheimer’s disease is a primary age-related neurodegenerative disorder that can result in impaired cognitive and memory functions. Al-
though connections between changes in brain networks of Alzheimer’s disease patients have been established, the mechanisms that drive 
these alterations remain incompletely understood. This study, which was conducted in 2018 at Northeastern University in China, included 
data from 97 participants of the Alzheimer’s Disease Neuroimaging Initiative (ADNI) dataset covering genetics, imaging, and clinical data. 
All participants were divided into two groups: normal control (n = 52; 20 males and 32 females; mean age 73.90 ± 4.72 years) and Alzhei-
mer’s disease (n = 45, 23 males and 22 females; mean age 74.85 ± 5.66). To uncover the wiring mechanisms that shaped changes in the 
topology of human brain networks of Alzheimer’s disease patients, we proposed a local naïve Bayes brain network model based on graph 
theory. Our results showed that the proposed model provided an excellent fit to observe networks in all properties examined, including 
clustering coefficient, modularity, characteristic path length, network efficiency, betweenness, and degree distribution compared with 
empirical methods. This proposed model simulated the wiring changes in human brain networks between controls and Alzheimer’s dis-
ease patients. Our results demonstrate its utility in understanding relationships between brain tissue structure and cognitive or behavioral 
functions. The ADNI was performed in accordance with the Good Clinical Practice guidelines, US 21CFR Part 50–Protection of Human 
Subjects, and Part 56–Institutional Review Boards (IRBs)/Research Good Clinical Practice guidelines Institutional Review Boards (IRBs)/
Research Ethics Boards (REBs). 
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Graphical Abstract   

A local naïve Bayes brain network model for uncovering the wiring changes in human brain networks 
from normal control to Alzheimer’s disease

Introduction 
Alzheimer’s disease (AD) is the most widespread progres-
sive neurodegenerative disorder among older people (Alz-
heimer’s Association, 2018). According to reports from the 
World Health Organization, approximately 29.8 million 
people worldwide have AD, which contributes to 60–70% 
of cases of dementia (World Health Organization, 2017). 

In contrast to healthy people, AD patients show a decline 
in cognitive and memory functions. This decline has main-
ly been attributed to dynamic alterations in structural and 
functional connections of brain networks in AD patients 
(Sperling et al., 2014; Frere and Slutsky, 2018). However, de-
spite an impressive increase of knowledge about AD, little is 
known about the intrinsic causes underlying changes of con-
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nections or wiring mechanisms that shape the topologies of 
brain networks in AD patients. This problem has profound 
significance for our understanding of how brain regions in-
teract with each other, and is crucial for early diagnosis and 
treatment of AD.

Recently, resting-state functional magnetic resonance 
imaging (fMRI) has emerged as a powerful and efficient tool 
for investigating changes in functional brain organization in 
AD patients (Harrison et al., 2016; Dimitriadis et al., 2018). 
Simultaneously, graph theory provides a series of methods 
to quantify dynamic changes of brain network properties, 
such as network connectivity, clustering coefficient, mod-
ularity, efficiency, and small-worldness between normal 
control (NC) and AD patients (Zhao et al., 2012; Brier et al., 
2014; Stam, 2014; Avena-Koenigsberger et al., 2017; Jalili, 
2017; Tan et al., 2017; Wang et al., 2018). Moreover, net-
work models of graph theory i.e. Watts–Strogatz (Watts and 
Strogatz, 1998) and Barabási–Albert (Barabasi and Albert, 
1999) have been widely used to generate synthetic networks 
with the same features as those encountered in real-world 
networks (Guimerà and Sales-Pardo, 2009; Zhang et al., 
2017; Muldoon, 2018). Through network modeling, we can 
anticipate mechanisms underlying the existence of links 
among nodes, and thus explain the mechanisms of network 
reorganization (Muldoon, 2018). Therefore, network model-
ing has been viewed as a promising method for investigating 
the dynamic mechanism of interconnections in complex 
networks. Using this tool, we can produce desired network 
topologies using appropriate network models.

With the rapid development of network science, network 
modeling has been applied to brain network simulation (Bull-
more and Sporns, 2009; Sporns, 2011; Bassett et al., 2018). 
Both network topology and anatomical distance are consid-
ered as important impactors for forming synthetic topologies 
similar to observed brain networks (Vértes et al., 2012; Betzel 
et al., 2016; Cheng et al., 2016). However, it is worth mention-
ing that models proposed in previous studies are generative 
models, which means nodes are isolated and no edges exist in 
the initial simulation networks. Instead, edges are continually 
added into the initial simulation networks to generate desired 
synthetic networks. Obviously, these generative models are 
not suitable for simulating the dynamic process of brain net-
works from one existing state to another, i.e. NC to AD. Si-
multaneously, new connections will appear, and old links will 
be cut off in observed brain networks from NC to AD (Tijms 
et al., 2013; Toussaint et al., 2014). Therefore, models should 
take both the addition and deletion of edges into account to 
realize brain network simulation.

Considering the factors mentioned above, this study pro-
posed a brain network model based on a novel link-predic-
tion algorithm named local naïve Bayes (LNB) (Liu et al., 
2011) to simulate wiring changes in human brain networks 
between NC and AD groups. In all cases, we aimed to uncov-
er wiring mechanisms that produce synthetic networks with 
properties similar to those of real observed brain networks 
topologies, as shown in Figure 1. Data used in this analysis 
are from imaging and clinical data of NC and AD patients in 

the Alzheimer’s Disease Neuroimaging Initiative dataset. 
  
Materials and Methods   
Data acquisition
This study, which was conducted at Northeastern Universi-
ty in 2018, contained a total of 97 participants (aged 61–85 
years; average 74 years; 54 males) divided into two groups: 
NC and AD. All participants were recruited from public 
resting-state fMRI datasets of the Alzheimer’s disease Neu-
roimaging Initiative (http://adni.loni.ucla.edu). AD patients 
had a Mini-Mental State Examination score of 17–26 (Tom-
baugh and McIntyre, 1992) and a Clinical Dementia Rating 
(Morris, 1993) of 0.5 or 1.0. Participants in the NC group 
were non-demented, non-depressed, and had an Mini-Men-
tal State Examination score of 24–30 and Clinical Dementia 
Rating of 0. Demographic and clinical characteristics of the 
two groups are shown in Table 1. Each group included the 
same number of participants, and no significant differences 
were found in age distribution among the two groups. 

Table 1 Demographic and clinical characteristics of normal control 
and AD groups 

Normal control group AD group

N 52 45
Sex (male/female, n) 20/32 23/22
Age (year) 73.90±4.72 74.85±5.66
MMSE score 28.69±1.46 23.24±4.02*

CDR score 0.00±0.00 0.92±0.33*

Data of age, MMSE score, and CDR score are expressed as the mean 
± SD. *P < 0.05, vs. normal control group (two sample t-test). AD: 
Alzheimer’s disease; MMSE: Mini-Mental State Examination; CDR: 
Clinical Dementia Rating.

All participants underwent a scan session for brain imag-
ing on a Philips MRI scanner with a 3.0-Tesla field strength. 
An echo-planar imaging sequence was used to collect resting 
fMRI scans with the following parameters: flip angle = 80.0°; 
axial slices = 48; slice thickness = 3.313 mm; slice acquisition 
order = sequential ascending; echo time = 30 ms; and repeti-
tion time = 3000 ms.

Data preprocessing
Acquired images from each participant were preprocessed 
before constructing real brain networks. A standard data 
preprocessing strategy was performed using the Data Pro-
cessing Assistant for Resting-State fMRI software (Yan and 
Zang, 2010). Data Processing Assistant for Resting-State 
fMRI software was developed based on the well-known 
Statistical Parametric Mapping software package (SPM8, 
Wellcome Department of Cognitive Neurology, Institute 
of Neurology, London, UK) (http: //www.fil.ion.ucl.ac.uk/
spm). Specifically, the steps of data preprocessing for each 
resting-state scan were as follows: (1) the first seven slice 
time points were discarded to allow for magnetization equi-
librium. (2) Slice timing correction was performed to ensure 
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all time points in the time domain. (3) Head motion cor-
rection was subsequently executed to eliminate movement 
artifacts in the BOLD time series. Either participants whose 
head rotation was more than 2.5° or participants whose head 
translation exceeded 2.5 mm were discarded. (4) Functional 
volumes were normalized to the standard echo-planar im-
aging template and re-sliced to 3 × 3 × 3 mm3 resolution in 
Montreal Neurological Institute space. (5) Spatial smooth-
ing with a standard 4-mm full width at half-maximum 
Gaussian kernel was performed for fMRI data to increase 
the signal-to-noise ratio. (6) Temporal band-pass filtering 
was performed over each smoothed image in the frequen-
cy range from 0.06–0.11 Hz. (7) Both linear and quadratic 
trends were removed. (8) Other nuisance covariates involv-
ing white matter, cerebrospinal fluid, whole-brain signal, 
and six head motion parameters were regressed out from 
the preprocessed data. (9) The cerebrum of each participant 
was further functionally parceled into 90 regions (45 regions 
for each hemisphere) according to the automated anatom-
ical labeling atlas in Montreal Neurological Institute space 
(Tzourio-Mazoyer et al., 2002).

Real brain network construction
An effort was made to examine the wiring mechanisms that 
shape brain network topologies of AD from graph theory. 
The real brain network of each participant after preprocess-
ing was expressed by a graph that consisted of a constant 
number of nodes and connections. Nodes represented func-
tional brain regions and connections indicated the inter-
nal-relationship amongst these regions. For each participant, 
90 regions of interest in the cerebrum on the automated 
anatomical labeling template were selected to define nodes 
in brain networks. Functional connectivity then was defined 
by calculating the Pearson correlation coefficient between 
whole-run BOLD time courses of each pair of nodes. As a 
result, each of participant obtained one 90 × 90 inter-region-
al symmetric correlation matrix. Fisher’s r-to-z transforma-
tion was performed to improve the normality of correlation 
coefficients in the matrix. Then, each inter-regional correla-
tion matrix was thresholded to retain only a fraction of the 
strongest connections for statistical significance. If the cor-
responding correlation coefficients between two nodes were 
above the threshold θ, the element of the matrix was set to 1; 
otherwise, the element of the matrix was set to zero. Finally, 
a binary adjacent matrix g was obtained for each participant 
in both NC and AD groups to represent the real functional 
brain network. Different connectivity densities of the network 
were generated according to various θ, and θ was set as 15%.

Brain network models
In this subsection, we provided a detailed illustration of 
our proposed brain network model for generating synthetic 
brain networks with properties similar to the real brain net-
works, as obtained from original images of the AD group. 
Both local topology-based link prediction methods and 
naïve Bayes classifiers were adopted in calculating connec-
tion probabilities between two nodes. We introduced some 

previous models that had been intensively investigated over 
recent years before presenting our model.

In the past, simulations of brain networks were based on 
simple models for cost minimization (Kaiser and Hilgetag, 
2004; Zhao et al., 2007). We named this type of model as 
“Dis” in the current study. The connection probability p(u,v)  
between any pair of regions in Dis is defined as a function of 
anatomical distance, given by:

where E(u,v) represents the anatomical distance between 
nodes u and v, and η is the parameter for distance penaliza-
tion. Dis can generate network topologies with minimal cost.

At present, not only anatomical distance but also net-
work topology are considered essential impactors for brain 
network modeling (Vértes et al., 2012; Brier et al., 2014; 
Cheng et al., 2016). Vértes et al. (2012) established a hemi-
sphere-brain network using an economical clustering model 
based on a famous link-prediction algorithm of local topol-
ogies named common neighbors (Liben-Nowell and Klein-
berg, 2007) to simulate the formation mechanism of human 
brain networks. Edges were added to the initial network step 
by step until a total number of connections were built. Con-
nections are created according to the probability given by:

where Γ(u) and Γ(v) are the neighbors set of nodes u and v, 
respectively.        represents the number of common neigh-
bors between nodes u and v, and denotes the contribution of 
topological similarity to the connection probability. The other 
term, E(u,v), is the anatomical distance between nodes u and v. 
η is the parameter of anatomical distance penalization, while 
γ represents the parameter of topological similarity. Simula-
tion results showed that networks modeled by the economical 
clustering model could capture an impressive range of topo-
logical properties of real functional brain networks. 

It should be noted that the economical clustering model 
gave each common neighbor the same contribution of to-
pological similarity between nodes u and v. However, differ-
ent common neighbors might have different degrees, thus 
playing various roles during the formation of a connection. 
Therefore, LNB was proposed to better classify these com-
mon neighbors (Liu et al., 2011). In LNB, two pairs of nodes 
with the same number of neighbors in common might get 
different probabilities during connection establishment.

Taking the mechanism of economical clustering model 
and naïve Bayes classifiers as a basis, this study presented 
a novel brain network model named LNBM to investigate 
changes in the wiring mechanism of human brain networks 
between NC and AD patients. We assumed that gradual 
changes of local topologies in NC networks resulted the 
topologies of AD. Thus, LNBM took local topologies of 
common neighbors into consideration. Notably, different 
from economical clustering models, our proposed model 
considered both adding and deleting connections during the 

(1)

(2)

(3)
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construction of synthetic networks.
As shown in Figure 2, the construction process of brain 

networks was simulated step by step. Each step was dynam-
ically performed in two phases, commencing with an evo-
lution phase that was then followed by a two-sample t-test 

Figure 2 Construction process for brain networks.

Figure 1 Network modeling and evaluation. 
(A) Three different states of brain networks including (a) real initial network, (b) synthetic network, and (c) real target network. Brain network 
modeling starts from the initial network; then connections are added and deleted continuously according to the probabilities of p(u,v)  to form 
the synthetic network; E(u,v) is the anatomical distance between nodes u and v, S(u,v) represents the topological similarity, η is the parameter of 
anatomical distance penalization, γ represents the parameter of topological similarity. We aimed to reproduce synthetic networks with similar 
properties of real target networks. For each property, P-values of the two samples was examined by t-test between synthetic networks and real 
target networks. Pc is the P-value of clustering coefficient; PM represents the P-value of modularity; PEglob is the P-value of global efficiency; PEloc rep-
resents the P-value of modularity; PL and PB indicate P-values of characteristic path length and betweenness, respectively; PK represents the P-value 
of Kolmogorov-Smirnoff test for the difference in degree distributions between synthetic networks and real target networks. Finally, all P-values 
of these network properties were considered as an Energy function to evaluate different models. (B) Descriptions of interested network properties. 
Degree (K) indicates the number of edges connecting with a node. Clustering coefficient is a measure of the degree to which nodes in a network 
exhibit a tendency to cluster together. Characteristic path length is defined as the average shortest path length between all node pairs in the net-
work; it is a measure to quantify the efficiency for information transmission. Modularity is used to detect the strength of the division of a network 
into communities or modules. Betweenness is the number of shortest paths in the network that pass through the node; it is designed for quantify-
ing the control of information flow.

 A   

 B   

phase. 
(1) Initialization: At the beginning of the simulation, all 

participants in NC and AD groups were preprocessed and 
the corresponding initial brain networks Gc=(gc1, gc2,…, gcn), 
Ga=(ga1, ga2,…, gan) were obtained from real fMRI data. Each 
initial network consisted of a fixed number of nodes |V| = 
90 and edges sets were represented by Ec=(ec1, ec2,…, ecn), 
Ec=(ec1, ec2,…, ecn), respectively. 

(2) Evolution: After initialization, the evolution phase in 
the first step started. First, the connection probabilities of 
any node pair were calculated for each participant. Second, 
each node pair was sorted according to its connection prob-
ability. Next, we set a constant number α of connections to 
establish and another constant number β of connections to 
delete in every step. Here, α < β because a reduced number 
of edges was found in real brain networks of AD. Specially, 
the node pair with the largest connection probability could 
establish a link if its two nodes disconnected from each oth-
er. Meanwhile, the node pair with the smallest connection 
probability could cut off its link if there was a connection 
between its two nodes. It is noted that a new pair of nodes 
must be chosen based on the connection probability of 
LNBM, if the degree of either of the two selected nodes was 
less than 2 when deleting the edge between them. The simu-
lation could not proceed to the t-test phase until α connec-
tions were established and β connections were successfully 
deleted for each participant. 
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(3) Two-sample t-test: After evolution, a t-test phase 
starts, and a P-value of a two-sample t-test for the difference 
in number of edges between the synthetic network and real 
target network, i.e. brain networks of AD group, was cal-
culated. The construction process ended when the P-value 
stopped increasing, and the synthetic network with the max 
P-value in the current step was treated as the final synthetic 
network. 

The definition of connection probabilities of LNBM is giv-
en by:

where           is the topological similarity calculated by com-
mon neighbors and a naïve Bayes classifier. We provide a 
comprehensive description of how to calculate this similari-
ty, as follows. 

We first gave an illustration of the naïve Bayes classifier. 
Naïve Bayes classifiers are a family of simple probabilistic 
classifiers based on Bayes’ theorem that are particularly 
suited for assumptions of strong independence among 
features. Abstractly, the conditional probability model of a 
classifier is written as p(Ck| x1,…, xn), in which Ck represents 
a dependent class, and X=(x1, …, xn) denotes the features. 
Using Bayes’ theorem, the posterior probability p(C|X), giv-
en by equation (5), can be calculated from p(C), p(X) and 
P(X|C).

Taking the “naïve” conditional independence assump-
tions into consideration, each feature xi of a given class Ck is 
conditionally independent of every other feature xj for i ≠ j. 
Therefore, the posterior probability can be rewritten as:
  

Given a graph g,           aims to calculate the probability of 
a connection existence between two nodes. The probability 
for one connection establishment between nodes u and v 
conditionally depends on its local topological similarity, 
i.e., number of common neighbors. Therefore, according to 
Bayesian theory, the posterior probability that nodes u and v 
are connected and disconnected are respectively given by:

where Ou,v denotes the common neighbors set of two nodes 
u and v. p(Cu,v) and p         denote the prior probabilities of 
connection and disconnection between nodes u and v, re-
spectively, and both can be calculated according to a given 
graph matrix g as follows:

where |E| and |V| represent existing edges number and 
nodes number in g, respectively.

For each node ξ, p(ξ|Cu, v) denotes the conditional prob-
ability that two connected nodes u and v have a neighbor 
node ξ in common, and p(ξ|Cu, v) is the conditional proba-
bility that two disconnected nodes u and v have a neighbor 
node ξ in common. According to Bayesian theory, these two 
conditional probabilities are given by:

where p(ξ) represents the probability that a selected node ξ is 
a common neighbor of one node pair. As a result, the topo-
logical similarity          between node u and node v is defined 
as the ratio of p(Cu, v|Ou, v) and p(Cu, v |Ou, v) in equation (13).

p(Cu,v|ξ) can be obtained by calculating the clustering coef-
ficient of ξ, given by:

where Nξ denotes neighbors set of ξ, |Nξ| represents existing 
edges number in Nξ and |Nξ|(|Nξ|–1)/2 is the edges number 
could possibly exist within Nξ. As p(Cu,v|ξ) + p(  u,v|ξ) = 1, we 
have:

Therefore, the topological similarity can be written as:

From equation (16), we observe that        is equal to           
         in equation (2) if Rξ=1. Clearly, each node has its own 
local topology, i.e., degree, connections. Thus, different 
common neighbors ξ ∈ Ou, v can achieve different Rξ, thereby 
differentially contributing to topological similarity in calcu-
lating the connecting probability.

Additionally, to achieve a linear formula for the topolog-
ical similarity of connection establishment, a logarithmic 
function is then used on both sides of equation (16). Thus, 
the topological similarity            is given by:

Evaluation of simulation networks
For different η and γ, an Εnergy function was defined as the 
performance of evaluation based on P-values for the differ-
ence in degree distribution, characteristic path length (L), 
clustering coefficient (C), modularity (M), betweenness (B), 
global efficiency (Eglob), and local efficiency (Eloc) between 
synthetic networks and real target networks. These properties 
were selected because they could reflect the most important 

(19)

(16)

(17)

(18)

(15)

(13)

(14)

(11)

(12)

(6)

(7)

(8)

(9)

(10)

(5)

(4)
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aspects of network performance. Thus, the evaluation can be 
more convincing and reasonable considering these properties. 
A detailed description of these properties is shown in Figure 
1B. Simulated annealing is performed on an energy function 
to find the optimal η and γ in parameter space that maximizes 
Εnergy. We aimed to find the optimal synthetic networks that 
best fit real data networks of the target group (i.e., AD group). 
The definition of Εnergy is given by:

where pEglob and pEloc are P-values associated with a two-sam-
ples t-test for differences in global efficient and local efficient, 
respectively, between a set of 45 simulated model networks 
and set of 52 real observed brain networks of the AD group. 
Similarly, pC,  pM, pL, and pB are P-values of a two-sample 
t-test for differences between clustering coefficients, modu-
larity, characteristic path length, and betweenness in mod-
eled vs. real target networks of AD group, respectively; and, 
pK is the P-value of the Kolmogorov-Smirnoff test for the 
difference in degree distributions of synthetic networks vs. 
real target networks of the AD group. Larger values of Ener-
gy indicate that the simulated model network is more similar 
to the real target network of AD.

Results
In this study, to simultaneously take both network topology 
information and anatomical distance into account, a novel 

brain network model named LNBM was proposed for better 
exploration of the dynamic mechanism of human functional 
brain networks changing from normal control to AD. Defi-
nitions of the compared models are listed in Table 2. Table 
3 records the maximum Energy of each model and its corre-
sponding optimal parameters η and γ in the parameter space.
 
Topological differences in brain networks between 
normal control and AD patients
In this subsection, topological differences in brain networks 
were investigated between NC and AD patients. As shown 
in Figure 3, six topological features are presented. The re-
sults indicate that clustering coefficient, global efficiency, lo-
cal efficiency, characteristic path length, and betweenness of 
brain networks in the AD group were decreased compared 
with the normal control group; whereas, modularity of AD 
vs. NC indicated an increase. Analysis of these topological 
differences guided the construction of brain networks and 
also helped us to evaluate the performance of our proposed 
brain network model.

Evaluation of anatomical distance based model
The one-parameter model, Dis, was first investigated to 
analyze the effects of anatomical distance on brain net-
work modeling. Dis did not consider topological structures 
compared with other models. We found that at a particular 
value of the model parameter η = 3, as shown in Table 3, 
simulated networks based on Dis had an average clustering 
coefficient that exactly matched the clustering coefficient in 
brain networks of AD patients (P = 0.8625), followed by PA 
(P = 0.6855) and LNBM (P = 0.6680). Whereas, the cluster-
ing coefficient of networks simulated by resource allocation 
and Adamic-Adar exhibited a worse fitness of the real data 
compared with other models, with P values of 0.1085 and 
0.3338, respectively. Moreover, Dis generated synthetic net-
works that best fitted the real networks of AD with regard 
to properties of modularity (P = 0.3353) and local efficiency 
(P = 0.8045), followed by LNBM (P = 0.2742 and 0.6973, re-
spectively). However, the results shown in Table 3 demon-
strated that, although synthetic networks generated by the 
Dis model were best-fitting for clustering coefficient, local 

Table 3 Minimum Energy values and P-values of various models

Index Energy γ η PC PM PEglob PEloc PL PB PK

CN 3.9337 2 2.5 0.4000 0.1705 0.6896 0.4368 0.9726 0.8886 0.3756
JC 3.7404 1 3 0.3663 0.1831 0.6858 0.3851 0.9617 0.8759 0.2823
PA 3.4843 2 6 0.6855 0.1894 0.4491 0.6731 0.5375 0.6674 0.2822
Dis 3.0910 – 3 0.8625 0.3353 0.3654 0.8045 0.1859 0.2551 0.2823
AA 3.8017 8 3.5 0.3338 0.1930 0.7106 0.3965 0.9789 0.9066 0.2823
RA 3.4295 4.5 7.5 0.1085 0.2169 0.6513 0.1615 0.9217 0.9941 0.3756
LNBM 4.5811 1 7 0.6680 0.2742 0.7845 0.6973 0.8762 0.9054 0.3756

Pc represents the P-value for the difference in clustering coefficient between synthetic networks and real target networks; PM is the P-value of 
modularity; PEglob is the P-value of global efficiency; PEloc represents the P-value of modularity; PL and PB indicate the P-values of characteristic path 
length and betweenness, respectively; PK represents the P-value of Kolmogorov-Smirnoff test for the difference in degree distributions between 
synthetic networks and real target networks. CN: Common neighbor; JC: Jaccard; PA: preferential attachment; Dis: a function of anatomical 
distance; AA: Adamic–Adar; RA: resource allocation; LNBM: local naïve Bayes model.

Table 2 Comparison of link prediction index

Link prediction index Index abbreviation Mathematical definition

Common neighbor CN
Jaccard JC

Preferential attachment PA
Adamic-Adar AA

Resource allocation RA

Γ(u) represents the neighbor set of node u; |Γ(u)| represents the number 
of neighbors of node u.

(20)

[Downloaded free from http://www.nrronline.org on Wednesday, January 29, 2020, IP: 128.125.181.124]



1811

Si SZ, Liu X, Wang JF, Wang B, Zhao H (2019) Brain networks modeling for studying the mechanism underlying the development of Alzheimer’s 
disease. Neural Regen Res 14(10):1805-1813. doi:10.4103/1673-5374.257538

efficiency, and modularity, they could not simultaneously 
match observed networks of AD in terms of global efficien-
cy, characteristic path length, and betweenness. Indeed, Dis 
fitting was the worst in terms of characteristic path length (P 
= 0.1859) and betweenness (P = 0.2551), which resulted in 
the smallest Energy = 3.0636 among all models. We achieved 
similar results from a further finding, as shown in Figure 4. 

Evaluation of models considering both network topology 
and anatomical distance
In this subsection, models were evaluated by taking both net-
work topological similarity and anatomical distance into ac-
count. As shown in Table 3, with the best-fitting parameters, 
models considering both network topologies and anatomical 
distance outperformed the pure anatomical distance-based 
model, generating synthetic networks with significantly larger 
Energy. Importantly, our proposed model LNBM achieved 
the largest Energy = 4.5811, with optimal parameters η = 1 
and γ = 7, followed by common neighbors (Energy = 3.9337, 
η = 2 and γ = 2.5) and Adamic–Adar (Energy = 3.8017, η = 8 
and γ = 3.5). These results indicated that LNBM reproduced 
synthetic networks capturing all of the key topological char-
acteristics of functional brain networks. Specially, LNBM 
minimized the mismatch between an observed brain network 
and synthetic networks with regard to the property of global 
efficiency (P = 0.7845). Therefore, LNBM was the best model 
for simulating the dynamic mechanism that caused changes 
of connections in brain networks of AD patients. In contrast, 
the performance of common neighbors and Adamic–Adar 
was primarily limited by mismatches in local efficiency and 

clustering coefficient. In addition, we found that although 
resource allocation achieved higher P-values for character-
istic path length and betweenness, it failed to match real AD 
networks well for topological properties in terms of clus-
tering coefficient and local efficiency. Moreover, the results 
shown in Table 3 confirmed that no minimum P-values were 
found for PA for any network properties. However, P-values 
for all of these properties were not as large as observed for 
LNBM, which resulted in a smaller Energy of PA. To prepare 
a detailed illustration of the results described above, average 
values of different properties were also provided in synthetic 
networks (Figure 4).

Discussion
This study presented several simple models for brain net-
work simulation to explore mechanisms underlying alter-
ations of brain network connections of AD patients. Our 
work makes several contributions. First, we showed that 
there are apparent changes in topological properties between 
brain networks in NC and AD patients, and confirmed that a 
one-parameter model considering only anatomical distance 
could not simultaneously capture all the complex topological 
properties of real brain networks. Moreover, this study veri-
fied that applying additional topological factors to the one-pa-
rameter model could dramatically improve the simulation 
of realistic brain networks features. Notably, our proposed 
model LNBM was the best-fitting model. Synthetic networks 
reproduced by LNBM provided a good account of not only 
characteristic path length and betweenness properties, but also 

Figure 3 Differences of  topological properties 
between real brain networks of NC and AD. 
NC represents the real brain networks of the normal 
control group; AD represents the real brain net-
works of the Alzheimer’s disease group; C represents 
the clustering coefficient; M is the modularity; Eglob 
is the global efficiency; Eloc indicates the local effi-
ciency; L represents the characteristic path length; 
and B indicates betweenness.

Figure 4 Topological properties of real target 
brain networks and synthetic brain networks. 
C is the clustering coefficient; M represents the 
modularity; Eglob is the global efficiency; Eloc indi-
cates the local efficiency; L is the characteristic path 
length and B represents betweenness. CN: Common 
neighbor; JC: Jaccard; PA: preferential attachment; 
Dis: a function of anatomical distance; AA: Adam-
ic–Adar; RA: resource allocation; LNBM: local näive 
Bayes model; AD: Alzheimer’s disease.
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clustering coefficient, modularity, and efficiency. Therefore, 
our results demonstrated that the calculation of connection 
probability for the formation of links between nodes in LNBM 
corresponded to mechanisms causing the changes of topologi-
cal properties during the pathogenesis of AD.

It has been demonstrated that cognitive functions such as 
learning, attention, and working memory over neurodevelop-
ment are remarkably associated with networks topologies (Guo 
et al., 2014). Moreover, neurodevelopmental disorders can 
lead to cognitive deficits and cause diseases such as AD, and 
this cognitive decline can be reflected by changes in network 
topologies. Here, our findings suggest that alterations of to-
pological properties, i.e. modularity and clustering coefficient, 
were observed between functional network topologies of NC 
and AD groups, which further verified the notion described 
above. Recent studies have indicated that these alterations are 
caused by both decreases and increases of connections be-
tween brain regions (Tijms et al., 2013; Toussaint et al., 2014). 
However, in previous studies, models were established by ei-
ther adding or deleting edges to predict developmental chang-
es between brain regions. Although network topologies gener-
ated by these models can successfully match several properties 
of real target networks, these efforts were not realistic without 
considering these two operations together. Thus, these models 
failed to identify potential mechanisms that caused topological 
alternations between NC and AD groups. Therefore, for more 
complete understanding of mechanisms underlying these 
changes, we focused on an explicit simulation model of the 
brain that considered both the addition and deletion of edges.

Considerable progress for simulation of brain networks 
has been made in previous models emphasizing the impor-
tance of penalizing anatomical distance (Samu et al., 2014; 
Roberts et al., 2016). This work is motivated by one out-
standing idea that the metabolic cost of establishing a con-
nection between brain regions is proportional to anatomical 
distance. The more considerable the anatomical distance 
between two brain regions, the more substantial the meta-
bolic cost. Consequently, the brain prefers to build connec-
tions between anatomically neighboring nodes to minimize 
global costs. Many aspects of the current study support this 
expectation. For example, Alexander-Bloch et al. (2013) 
reported that the average distance of connected edges in hu-
man brain networks was short, while Meunier et al. (2010) 
confirmed that topological modules in brain networks were 
usually composed of anatomically neighboring brain re-
gions. Therefore, connections in the module were often over 
short distances. As a result, most previous models adopted 
anatomical distance as the parameter in brain network sim-
ulations to achieve the lowest wiring cost, i.e., Dis.

However, models considering only the distance parameter 
have generated much debate in recent years. One obvious 
limitation of previous models is that they ignore the fact that 
brain networks also exhibit high topological efficiency (Bull-
more and Sporns, 2012), which has mainly been attributed 
to the existence of long-distance connections between ana-
tomically localized brain regions. Brain network efficiency 
is a critical property of complex networks for evaluating the 
capacity of exchanging information. Previous research has 
demonstrated that the topological property of efficiency is 
associated with the cognitive functions of human brain net-
works (Bassett and Sporns, 2017). This finding was contrary 

to the cost conservation principle in prior studies. Moreover, 
extensive work has suggested that distance penalization can-
not reproduce network topologies with the same properties 
as real brain networks (Vértes et al., 2012; Betzel et al., 2016). 
These findings are in accordance with our results shown in 
Table 1. Therefore, the formation of brain networks cannot 
be modeled by minimization cost alone. Both distance penal-
ization and topological structures should be simultaneously 
considered to generate more realistic simulation networks. 

This work investigated several competitive models that 
tradeoff between topological structures and distance penal-
ization, and further discussed differential influences of these 
particular topological structures on the reorganization of 
brain networks. Our common neighbors model considers 
neighbors overlap when calculating the connection probabil-
ity between two nodes. Jaccard, Adamic–Adar, and resource 
allocation are variations of common neighbors. Jaccard 
defines similarity for link establishment with consideration 
of both the size of neighbor overlap and union of neighbor 
sets. Adamic–Adar and resource allocation consider both 
neighbor overlap and the degree of each common neighbor. 
In the PA model, one node gets a higher preferential attach-
ment probability for a larger degree of connections to other 
nodes, i.e., the hub node. As shown in Table 3, our results 
indicate that with the best fitting parameters estimated by 
simulated annealing, models considering both network to-
pologies and anatomical distances reproduce better likeness 
of brain networks than those generated by distance penaliza-
tion alone. Comparing P-values of different models in Table 
3, we also observed that by designing a naïve Bayesian mod-
el for the classification of connection strength after deleting 
and adding edges continuously, LNBM is absolutely the best 
model for generating synthetic networks that best fit the real 
target network of AD. Importantly, our results indicate that 
alterations in the connections between topologies of NC and 
AD are not random, and follow a propriety mechanism. Our 
findings draw attention to the critical need for understand-
ing the relationship between structural mechanisms and 
decline of cognitive function.

Our study has some limitations. First, by setting different 
thresholds for θ, we can obtain real brain networks with a 
different number of connections. Thus, it might be insuffi-
cient to verify our findings with only one θ, and future study 
performed on a larger range of θ is necessary to further 
confirm our findings. However, because the number of con-
nections is proportional to θ, we assume that the number 
of connections in real AD brain networks is still less than 
that of NC with a different θ. Thus, variations of θ cannot 
significantly influence our proposed evolution mechanism. 
Second, the evaluation of fitness between synthetic networks 
and real target networks was performed according to several 
selective properties. Whether these properties are the most 
appropriate measures for network comparison is not yet 
known. Third, the link prediction index used in this study 
is based on local topologies for reducing the computational 
complexity; as such, some global topological structure-based 
methods should also be considered. We aim to overcome 
these limitations in future studies.

In conclusion, we have presented how network modeling 
in graph theory can be used for functional connectivity sim-
ulation of AD brain networks. We focused on the evolution 
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of brain networks with regard to how connections are estab-
lished or deleted between nodes. Our efforts aim to reveal the 
mechanisms underlying alterations in brain function during 
the progression from NC to AD, and contribute to the under-
standing of neural regeneration patterns in brain networks. 
We have demonstrated that both topological structures and 
anatomical distance significantly influence modeling of this 
development. As such, flexible reconfiguration of the complex 
mechanism of interactions between brain regions enables fur-
ther understanding of how network structure and function 
influence human cognition and behavior.
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